B.A/ B.Sc 6% Semester (Honours) Examination, 2021(CBCS)
Subject: Economics

Paper: CC-13

Time: 3 Hours Full Mark: 60

The figure in the margin indicates full marks. Candidates are required to give their

answer in their own words as far as practicable
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1. Answer any six questions: 5x 6=30
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a)

b)

c)

d)

Explain briefly the differences between the Stochastic and Deterministic model

with reference to suitable economic examples.
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Consider the model Y;= a + U;. Estimate a and show that E(&) = « and Var (&)
= o°/n.
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Var (& ) = 6°/n

Define adjusted R* Explain the relationship between the value of adjusted R*

and the sample size ‘n’.
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When are Dummy Variables incorporated in a regression model? Explain the
use of Dummy Variables in regression analysis with the presence of qualitative

factors by forming a suitable regression model.



2.

e)

g)
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What is Tolerance (TOL)? How VIF measures the extent of multicollinearity?
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Briefly explain the Durbin- Watson Test for detecting autocorrelation. Mention

its limitations.
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What do you mean by “Model Specification Error”? Explain briefly the
consequences of model specification error.
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h) Briefly explain the Glesjer Test for detecting the problem of Heteroscedasticity.
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Answer any three of the followings: 10 x 3 =30
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a)

What is random disturbance term (‘U’) in an econometric model? Explain the
reasons for the insertion of random disturbance term (U) in an econometric

model.
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b) Derive the least squiare estimates of the parameters in a two variable linear

regression model. Show that the Gauss- Markov Theorem holds in this context.
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c) What do you mean by Heteroscedasticity? Mention the sources of it. Explain
the Goldfeld- Quandt test for detecting the problem of Heteroscedasticity.
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d) Derive the Variance- Co-variance Matrix 6f B in a three variables (with two
explanatory and one explained variable) linear regression model. Then
determine the values of Var ( f,), Var( B,) and Cov( B, B,) in this respect.
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e) Distinguish between Exact and Near Exact Multicollinearity. State and prove the

consequences of Exact Multicollinearity.
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